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Abstract

     Cybersecurity can be defined as the prevention and mitigation of 
malicious interference with digital devices and networks. This broad 
definition leaves crucial questions unanswered, including the question 
of how prevention and mitigation take place, the question of against 
what or whom cybersecurity is directed, and the question of scope: 
whether the digital devices and networks belong to individuals, 
organisations, certain states, or even the entire world. These questions 
bedevil cybersecurity research, as both scholars and practitioners 
move deftly between them according to their priorities and audiences. 
This article addresses this issue by providing a general theoretical 
framework for thinking about cybersecurity in international politics. 
The article identifies three conceptions of cybersecurity. The first is 
national cybersecurity, where the networks to be protected are 
primarily those within a state’s territorial boundaries; the most 
concerning malicious actors are primarily other states, and the means 
involved are the traditional tools of international statecraft, including 
diplomacy, laws, intelligence, and military force. In the second, 
commercial cybersecurity, the networks to be protected are those 
of profit-making organisations, which may be sub- or trans-national; 
malicious actors are any that affect the function and purpose of the 
organisation, usually framed in financial terms; and the means involved 
centre around calculations of risk, liability, incident prevention, and 
reputation management. In the third, individual cybersecurity, the 
devices and networks to be protected are those owned by the individual; 
malicious actors are those that would infiltrate those devices to cause 
harm to the individual or their possessions; and means involved are 
the improvement of privacy rights, awareness, and communications 
security. The article concludes that only by understanding both family 
resemblances and family arguments between these three conceptions 
can we establish dialogues between the various communities working 
on urgent cybersecurity problems.
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Introduction

           Cybersecurity can be defined as the prevention and mitigation 
of malicious interference with digital devices and networks. 
Although no definition captures all aspects of what could be termed 
cybersecurity (for example, this definition specifically excludes 
non-malicious or accidental events), this definition highlights the 
core concerns of many policy and academic communities.1 Within 
this broad definition, scholars have identified several distinct 
perspectives, with two common threads. 
     The first is a distinction between national or state-based 
cybersecurity and what Ronald Deibert calls ‘human-centred’ 
cybersecurity.2 Although Deibert is not the only proponent of 
the latter view, his work represents perhaps the most sustained 
attempt to distinguish the cybersecurity of individuals from the 
cybersecurity of the states in which those individuals reside. Unlike 
other political science and international relations literature that 
focuses on cybersecurity issues within and between states, Deibert 
forcefully argues for a reorientation of cybersecurity towards a 
cosmopolitan understanding based on liberal personhood and 
human rights.
           The second thread also begins with national cybersecurity but 
contrasts it instead with what I term ‘commercial’ cybersecurity: the 
approach to cybersecurity taken by profit-motivated organisations 
seeking efficient means of maximising investment and protecting 
assets. This approach is characterised by calculative methods 
of risk management, seeking to quantify and then integrate 
cybersecurity risks into existing corporate structures and use 
economic solutions such as insurance, auditing, and outsourcing. 
Again, many scholars have written about the difficulties inherent 
in aligning national and commercial perspectives on cybersecurity, 
notably in Madeline Carr’s account of public-private partnerships 
in the UK.3

   These two threads are rarely woven together. Although 
Deibert recognises the importance of private companies for 
both national and individual cybersecurity—including through 
ethical imperatives and reputation-motivated corporate social 
responsibility—their cybersecurity risk management practices 
are not a major theme of his work. Similarly, while Carr elsewhere 
locates state approaches to cybersecurity within a wider human 
rights framework,4 this is not emphasised in her work on public-
private dynamics. 
           In contrast, this article focuses on the interaction between all 
three perspectives on cybersecurity, identifying both contradictory 
and complementary elements of this interaction. These complex 



20 relationships bedevil cybersecurity research, as both scholars and 
practitioners move deftly between the three perspectives according 
to their priorities and audiences. This article argues that only by 
understanding both family resemblances and family arguments 
between these three perspectives can we establish dialogues 
between different communities working on urgent cybersecurity 
problems.
    The term ‘family resemblance’ is drawn from Wittgenstein’s 
work on foundational concepts in analytic philosophy.5 Wittgenstein 
argues that different uses of the same word (e.g., ‘cybersecurity’) 
do not necessarily need a common core of meaning, an approach 
diverging from much positivist social science.6 Instead, uses bear 
merely a family resemblance, with similar characteristics between 
most particular instances, but enough flexibility that some have 
no overlap whatsoever. This flexibility is partly why scholars have 
argued that ‘cyber’ fits Walter Gallie’s definition of an ‘essentially 
contested concept.’7
     Wittgenstein’s concept of ‘family resemblance’ also seeks to 
pinpoint an instinctive aspect of conceptual similarity: knowing 
that two things are alike (like brother and sister) without necessarily 
knowing why. This ability stems from immersion in a broader form 
of life and set of shared practices; in this case, the set of shared 
practices known as cybersecurity expertise.8 For this article, the 
most relevant implication of a practice-based view is that the three 
perspectives analysed here are not different theoretical levels of 
cybersecurity, organised hierarchically according to scope from 
individual to commercial, and then to national. Instead, they are 
different practical worldviews, each incorporating universal and 
particular value judgments and factual claims. In this conceptual 
family, there is no suggestion that one perspective is more 
foundational than the others.

The National Perspective

     For the purposes of national cybersecurity, the emergent 
geography of the internet—as information flowing around the 
globe according to technical protocols deciding the most efficient 
path for individual packets of data—is forced into an older statist 
geography, with territorial boundaries determining possession and 
jurisdiction.9 Many scholars frame state perspectives on national 
cybersecurity as fitting into two broad camps, with non-Western 
perspectives focusing more on information flows than network 
protection.10 The situation is in fact far more complicated, with 
almost as many versions of national cybersecurity as there are 
states.11 Consequently, despite many differences between states 



21in cybersecurity, this section seeks to identify their common 
elements in contrast to commercial and individual cybersecurity. 
All states attempt, in different ways, to reconcile global internet 
communications with national borders. This distinction is not 
purely between physical geography for states and sociotechnical 
construction for the Internet. On one hand, the contours of 
the Internet, its chokepoints and highways, are shaped by 
numerous physical factors. On the other, state borders are 
themselves defined socially, through prior ideas of nationhood 
and political community, and technologically, based on evolving 
means of cartography and communication.12 This joint social 
and technological construction is equally important for ‘neutral’ 
territories, such as space and international waters (crucial for 
the satellites and cables that enable internet communication). 
National cybersecurity interprets cyberspace from the state 
perspective, seeing servers, networks, and users as located within 
one or another territory, and flows of information as crossing 
state boundaries, transiting from one jurisdiction to another.13 

Consequently, the primary objects of protection are networks—
and information, organisations, and functions reliant on those 
networks—within a state’s borders.14

      National cybersecurity privileges some malicious actors over 
others. Although scholars have argued for an overall diffusion 
of power from state to non-state actors as part of the growth 
in digital technologies and Internet communication, national 
cybersecurity sees other states as the key threats.15 This is partly 
a matter of resources: adversarial states have the capability to 
build far more sophisticated forms of malicious software, and 
mount more sustained campaigns against digital infrastructure, 
than non-state actors such as terrorist groups.16 However, 
sophistication is not always equated with success, and non-state 
groups could have a large—if brief—impact on state functions. 
The deeper reason for states seeing other states as the main threat 
is a shared belief that the state system is the basic dynamic of 
cybersecurity politics, echoing older critiques of realism as being 
a more accurate description of what statesmen believe than how 
the international system functions.17 Cybersecurity is seen by 
academics and policymakers in terms of hegemony and great 
power competition, as what Fiona Adamson calls ‘methodological 
nationalism’ pushes even nuanced analyses of state cyberattacks 
towards questions of hegemonic control of the internet.18 This 
theoretical predisposition is matched by bureaucratic inertia: 
existing national security leaders and organisations, imbued with 
a culture of state threats, find it easier to justify their actions and 
competition for resources by appealing to the threat of familiar 
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      National cybersecurity also seeks to influence cybersecurity 
through the application of existing tools of statecraft. The long-
running debate over the possibility of cyber-deterrence is a good 
example of this, as nuclear analogies have been dissected to 
locate similarities and differences for cyber ‘weapons.’20  Similarly, 
scholars have concluded that coercive action more broadly is 
difficult if not impossible ‘in cyberspace,’ conceived as a distinct 
military domain.21 However, existing tools of statecraft are not 
limited to the coercive approaches of deterrence or compellence: 
states have proved equally adept at using international law (in 
the Tallinn Manual on the rules of armed conflict), bilateral and 
international diplomacy (in US-China agreements on cybercrime 
and the ongoing, bifurcating (in the UN Group of Governmental 
Experts [GGE] in cybersecurity), and infrastructural power, such 
as standard setting and technical control.22 Finally, intelligence 
agencies have been the historical locus of cyber power for most 
states, meaning that cybersecurity practices are fundamentally 
structured in terms of intelligence collection and analysis as much 
as, if not more than, through military doctrine.
      The overall theme of this approach has been characterised by 
scholars in similar ways. For Lucas Kello, it forms a domain of 
‘unpeace,’ where relations are conflictual yet do not meet widely 
accepted definitions of war.23 For Richard Harknett, cybersecurity 
is a matter of “persistent engagement under the threshold of 
armed conflict.”24 Persistent engagement—forming the basis for 
the first US Department of Defense cyber strategy that moves 
away from deterrence—is nonetheless strategically motivated 
and competitive.25 In this view, it may be desirable to act directly 
against an adversary’s digital presence (for example, by conducting 
coordinated information campaigns or digital sabotage), rather 
than coercing another actor through threat of ‘cyber-force,’ or 
shaping their desires through normative convergence.
      While these scholars argue that new understandings of cyber 
power are therefore required, their suggestions bear a surprising 
resemblance to existing critical theories of power, where 
persuasion and what Foucault calls ‘governmentality’—seeking 
control of conduct, rather than direct influence—are the primary 
means of influence.26 They also echo Foucault’s view of power as 
‘capillary,’ with Harknett explicitly suggesting that the US military 
should embed itself in adversary networks wherever possible, 
seeking small and frequent forms of influence. Consequently, 
critical theories—where even peacetime is seen as competitive 
and adversarial in many ways—could be a useful alternative way 
to understand the ‘under-the-threshold’ character of state actions 



23taken in the name of national cybersecurity. 
      Justin Joque takes this argument further by suggesting that 
what he calls “cyberwar,” as conducted by states, can be understood 
as a type of ‘deconstruction’ in the Derridean sense.27 Joque 
argues that while Derridean deconstruction seeks to destabilise 
binaries of fixed meaning in natural language texts (including that 
of author/reader), malicious cyber activity destabilises the logical 
flow of programming language texts from the intended purpose 
of a program to its execution. By doing so, it inserts another 
intention (author) into the system. While Joque’s conclusions on 
the political potential of such destabilisation are beyond the scope 
of this article, his provocative contribution to conceptions of 
national cybersecurity is that this interruption is ultimately self-
defeating. By revealing the fragility of digital critical infrastructure, 
what he calls the ‘war machine’ of the state (its intelligence and 
military apparatus) undermines its claims to reliable action both 
in and outside its borders.
        Importantly, this is not merely the repetition—in a different 
theoretical vocabulary—of the trade-off between secretly 
discovering and retaining vulnerabilities for offensive action, and 
communicating those vulnerabilities widely to secure networks. 
That trade-off is well illustrated by the development of the US 
Vulnerabilities Equities Process (VEP) in the context of the 2017 
release of zero-day exploits from US intelligence agencies by 
adversarial hackers associated with Russia.28 Joque’s argument 
goes deeper: it suggests that the logic of strategic military 
action in general is undermined by the increasing prevalence 
and exploitation of digital vulnerabilities in military and critical 
networks, casting doubt on the potential for force (cyber or 
otherwise) to achieve strategic gains rather than descend into 
chaos. In other words, cyberwar becomes action in the absence 
of strategy not through lack of creativity or vision, but because 
strategising itself is undermined by a position of unpredictable 
vulnerability. 
     In sum, despite the significant differences between different 
conceptions of cybersecurity in different states and regions, there 
remains a common perspective that can be identified as national 
cybersecurity based on similar understandings of power, territory, 
and technology. This perspective views the object and means of 
cybersecurity through a territorial lens, closely associated with 
military and intelligence capabilities. While for some scholars this 
association leads to new areas of non-war competition, for others 
it begins to dissolve the classical foundations of military strategy.
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    Commercial cybersecurity treats organisations rather than 
states as the main reference point for cybersecurity. Organisations 
can be theorised in several ways, from thin interpretations as sets 
of formal and informal contracts between individuals to much 
thicker understandings of the organisation as a Bourdieusian 
field, complete with its own taken-for-granted practices (doxa) 
and structures of symbolic capital.29 These thicker interpretations 
highlight the fact that, although economic calculations are the 
basis for commercial cybersecurity, there are many other factors 
at play. For example, organisational cultures and individual 
reputations may mean that specific cybersecurity initiatives are 
embraced or resisted. 
  In this section, I use corporations (public and private 
companies) as the prime examples of organisations. Although 
they are nominally subject to the laws of the state in which they 
are headquartered, contemporary capitalist structures mean 
that many organisations—from small start-ups to massive 
multinationals—are able to proactively shape their relationships 
to states, including tax structures, headquarters, and legal 
requirements, in ways that give them the greatest financial 
advantage and decision-making flexibility. Organisations are thus 
both sub- and trans-national: sub- because they lack the ‘hard’ 
power of states, but trans- because their networks stretch across 
state borders.30

            Commercial cybersecurity is fundamentally structured in terms 
of risk management. Organisations, as economic entities, seek the 
most efficient means of maximising investment and protecting 
assets.31 Cybersecurity risks—once they have emerged into an 
organisation’s consciousness from back office IT functions—
are therefore framed as risks to profit (in this way, they can be 
accidental as well as malicious, although such events are outside 
the scope of this article). The usual organisational response to 
these risks is to quantify and integrate cybersecurity risks into 
existing corporate structures: for example, by appointing a Chief 
Information Security Officer as a board or near-board level post. 
However, cybersecurity risks are not easily quantified, partly due 
to their intangible consequences outside a clear profit impact (e.g., 
reputational damage) and partly due to difficulties in predicting 
large scale events such as data breaches.
  The profit motive means that cybersecurity is also an 
opportunity. As well as the growth of a new industry specialising in 
protective solutions, organisations seek ways to govern and exploit 
cybersecurity risks through insurance, auditing, and outsourcing. 
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dispositif, which colonises ever further geographically and into 
the future, endlessly expanding because there are always residual 
risks.32 In cybersecurity, organisational focus has moved from the 
network perimeter, to key assets, to endpoints, to cloud storage 
and supply chains, and so on in an infinite logic where once one 
risk has been commodified and mitigated, another is identified. 
      However, commercial cybersecurity is not strictly limited to 
profit-making organisations. Non-profit entities, government 
agencies, and international organisations can also adopt a 
commercial perspective insofar as they see cybersecurity as a 
question of economic investment and risk. Their very different 
purposes (for example, civil society organisations often promote 
individual cybersecurity, while international organisations create 
norms and institutions adjudicating between national concerns) 
mean that commercial cybersecurity overlaps with these other 
perspectives.33

   How does commercial cybersecurity relate to national 
cybersecurity? We can use the framework of family resemblances 
and arguments to illuminate two contrasting aspects of this 
relationship. First, there are family resemblances between 
commercial and national cybersecurity, as states are dependent on 
private sector organisations in many aspects of cybersecurity. In 
defensive arenas, states contract companies to manage and protect 
their networks. They also use companies to supply ‘offensive’ tools, 
seeking to break into others’ networks in conjunction with military 
or intelligence services.34 These companies are integrated into 
the state very tightly, with individuals moving between the two 
regularly. More widely, the state controls the economic rationale 
and operating environment for these companies, creating what 
has been called a ‘cyber-military-industrial complex.’35

  There is also a family resemblance in the professional 
practices of cybersecurity experts in both commercial and national 
settings. The growing industry providing ‘threat intelligence’ to 
organisations claims to function in a similar manner to traditional 
national security intelligence analysis, with a revolving door 
between the two. In both environments, threat intelligence 
analysts track the tools, tactics, and procedures (TTPs) and 
indicators of compromise that could be used to mitigate future 
incidents. They also perform ‘attribution,’ finding links between 
a specific actor and past incident, or, as Thomas Rid and Ben 
Buchanan put it, asking the question, “who did it?”36

    However, different parts of the industry diverge in their attribution 
practices. Some companies, especially in the US, explicitly name a 
familiar roll call of adversarial state actors, sometimes on a very 



26 speculative basis.37 For others, revealing the identity of malicious 
actors is less of a concern than tracking the evolution of a ‘campaign’ 
or grouping them into broad categories (hacktivist, cybercriminal, 
etc.). In many cases, traditional identification (name and/or 
nationality) is not required for these purposes. Furthermore, 
attribution is rarely relevant for incident response. For example, 
in one of the most economically damaging recent cyberattacks, the 
2017 malware called NotPetya that temporarily halted operations 
of shipping company Maersk, the technical characteristics of 
the malware were crucial for its attribution: it was designed to 
look like ransomware built for profit, but was later attributed by 
the US and other states to the Russian military.38 However, this 
attribution was extremely low priority for Maersk and other 
affected organisations seeking to limit their economic losses, as 
what mattered was understanding how the malware functioned, 
rather than who made it.39 Overall, as Myriam Cavelty concludes 
in her comprehensive mapping of cyber-threat representations, 
“it is neither natural nor inevitable that cybersecurity should be 
presented in terms of power-struggles, war-fighting, and military 
action.”40 This family resemblance is instead the result of sustained 
shared practices and congruent purposes. 
     Outside the role of economically-motivated organisations in 
the national security apparatus, the mammoth social media 
and advertising companies that constitute the basis of most 
individuals’ experience of the Internet worldwide generate more 
of a family argument than family resemblance. Especially after 
the Snowden disclosures, such companies have sought to portray 
themselves as opposed to national security overreach, and even 
engage in ‘diplomatic’ lobbying to this end.41 They also portray 
technological developments, such as end-to-end encryption, as 
a way to avoid government pressure to disclose information.42 
Nonetheless, these companies are often seen by governments as 
elements of ‘national power’ due to their worldwide prestige and 
economic weight, as well as specific contributions to intelligence 
collection.43

     Although the US has so far been the locus of most of these 
internet giants (and the lack of a similar ‘regional champion’ 
for the EU has been taken as evidence of its weakness), Chinese 
companies are beginning to adopt a similar role, encountering 
the same advantages of national champions in terms of market 
access and state support, and similar disadvantages in terms of 
distrust from other states.44 The repeated attempts by the UK to 
navigate between US security pressure and perceived economic 
benefits by closely scrutinising the source code of Huawei systems 
demonstrate this contradictory dynamic. For international 



27behemoths like Huawei and the US internet giants, the concept 
of commercial cybersecurity at times aligns and at other times 
contradicts that of national cybersecurity.45

   A family argument also exists between national and 
commercial cybersecurity in the domestic, as well as international, 
sphere. Even in the best case scenario where states and private 
companies seek the same thing—for example, defence against 
agreed adversaries, calculated in a risk management framework 
for profit—commercial and national perspectives diverge in 
three main ways. First, there is a tension in perceived power 
dynamics: corporations see that states hold much information 
to which they do not have access, while states see corporations 
as quietly benefiting from their unappreciated protection. In the 
US, this is exacerbated by an East Coast/West Coast split, where 
an entrepreneurial Silicon Valley culture that imagines the almost 
total absence of government has been characterised by Stanford 
academics as a national security threat.46 Second, when states 
seek to encourage information sharing—the most basic level of 
cybersecurity cooperation—between companies, they encounter 
reluctance due to fear of losing a competitive advantage or sharing 
damaging or IP-protected information.47 The exceptions are where 
trust networks develop and there are sufficient shared incentives 
and resources: for example, through sector-based Information 
Sharing and Analysis Centres (ISACs). 
   The third and final difficulty in this partnership is the 
tendency for organisations to ‘hack back,’ leading to both 
escalation dynamics and risks of confusion.48 Although the extent 
of the hack-back phenomenon is unclear, some participants have 
provided detailed accounts of their experiences to media outlets.49

   In sum, as a conception of cybersecurity grounded in 
economic risks, organisations view cybersecurity risks in a similar 
way to other corporate challenges and seek to mitigate them 
using standard management and economic methods. Economic 
competition provides opportunities for greater protection—and 
supports the cybersecurity industry itself—but also spreads 
vulnerabilities due to disincentives to cooperate. This creates a 
family resemblance with the state-based competition of national 
cybersecurity, leading to similarities in overall focus and everyday 
practices. However, other areas of interaction create the more 
conflictual dynamics of a family argument, where although some 
organisations fit closely within the national perspective, others 
seek to distance themselves to build a global business. 



28 The Individual Perspective

   Several scholars have put forward an alternative concept of 
human-centred cybersecurity to both national and commercial 
perspectives. A key proponent of this approach is Ron Deibert, 
director of the Citizen Lab, a non-profit organisation based at 
the University of Toronto which uses interdisciplinary methods 
to investigate cyber threats to civil society. In his academic work, 
Deibert has explicitly tied human-centred cybersecurity to a 
broader movement in security studies to address issues of ‘human 
security,’ to see what are usually cast as questions of national 
or international security as threats to individuals.50 Theories 
of human security usually articulate these threats in reference 
to international human rights. The human rights on which the 
Citizen Lab focus are first, freedom from torture, mistreatment, 
or arbitrary detention in connection to spyware facilitating such 
actions; and second, freedom of expression in connection to 
censorship and filtering, both directly and as an indirect ‘chilling 
effect’ of known censorship. The right to privacy and related data 
protection issues are also a central aspect of the Lab’s work. There 
are of course other human rights, including rights of development, 
political participation, and non-discrimination, that are on the 
cusp of becoming cybersecurity issues due to factors such as the 
influence of social media on political opinions, the manipulation 
of targeted advertisements, and the free or subsidised provision 
of essential services in exchange for personal data. Overall, 
human-centred cybersecurity can adapt with the expansion of 
cybersecurity itself, keeping individual rights at the core of its 
protective mission.
   An individual perspective also interrogates the effect of digital 
technologies on existing forms of violence against vulnerable 
individuals. Current research suggests that internet-connected 
devices, especially those designed for domestic convenience or 
security purposes, enable new forms of domestic abuse.51 This 
argument is analogous to the logic by which Citizen Lab argues 
that spyware enables mistreatment, in that these technologies 
provide information to the rights violator that is then used to 
facilitate or justify rights violations. However, the association 
between ‘Internet of Things’ (IoT) devices and domestic abuse 
also functions in a more psychological sense, as the awareness of 
sensors gives victims a feeling of helplessness and being under 
constant surveillance. This psychological effect takes individual 
cybersecurity in a different direction, moving away from violent 
physical effects linked to information technologies and towards 
non-physical forms of violence: psychological, cultural, and 



29structural.52 Following trends in human security more broadly, 
individual cybersecurity highlights the differential impact of 
cybersecurity threats on specific groups, especially gender and 
ethnic minorities or vulnerable immigrants. For example, the 
extent to which migrants in Europe rely on their smartphones 
throughout the migration process enables governments to collate 
metadata about their travel history and contacts, which could be 
used to justify deportation.53

   The relationships between individual cybersecurity and 
national and commercial cybersecurity include both family 
resemblances and family arguments. The family resemblance 
between individual and national cybersecurity is so close that 
at some points they converge completely. States are the main 
guarantors of individual rights, and so unless a state can function 
competently, including providing basic critical infrastructure and 
both a domestic and foreign-facing security apparatus, individual 
cybersecurity is automatically imperilled. 
   In the other direction, liberal political theory promotes a 
view of personhood where the existence of a private sphere is the 
basis for the constitution and articulation of individual identity 
itself. Without a protected private space for individual flourishing, 
there are no meaningful individual identities for the state to 
protect.54 Consequently, national cybersecurity depends on 
individual cybersecurity just as much as the other way around. This 
symbiotic relationship is, of course, based on a liberal conception 
of both individuals and states, and the central role of individual 
cybersecurity in national cybersecurity depends on the extent to 
which other viable conceptions of personhood exist.
   However, this convergence of individual and national 
cybersecurity overlooks an important family argument: the fact 
that states are just as often threats to a wide range of individual 
rights both within their borders and outside them—in this case, 
mainly freedom of expression and privacy. As the extensive debate 
following the 2013 Snowden disclosures revealed, many citizens in 
the home states of the ‘Five Eyes’ intelligence partnership (the US, 
UK, Canada, Australia, and New Zealand) felt that the extent of 
mass surveillance (or bulk data collection) by intelligence agencies 
breached their rights to privacy.55 This was the case even if such 
surveillance was intended to protect them from mutually agreed 
threats, such as terrorism. In many states where the surveillance 
apparatus is more closely connected to repressive security practices 
both online (censorship and filtering) and offline (detention and 
mistreatment), national and individual cybersecurity can become 
almost entirely opposed. Overall, rather than simplifying the 
relationship between individual and national cybersecurity as a 



30 binary trade-off between security and freedom in all cases, the 
framework of family resemblances and arguments provides space 
for the points of agreement and tension between these concepts 
to exist simultaneously. 
   Individual cybersecurity also bears a family resemblance 
to commercial cybersecurity. Individual rights can fit easily into 
profit-motivated attempts to secure corporate data from state 
access. A good example of this alignment is Apple’s refusal to 
unlock an iPhone used in a mass shooting for the US Federal Bureau 
of Investigation (FBI).56 As Apple’s business model has less to lose 
from a more restrictive data provision model than its competitors, 
its refusal to allow FBI access was useful public relations material, 
cementing the company’s privacy-conscious reputation in the 
minds of consumers. Of course, commercial entities like Apple 
do not present these actions as economically motivated, instead 
highlighting their self-perception as ethically capable actors with 
duties and responsibilities to individuals, rather than merely profit-
making entities. This view has been bolstered by international 
organisations, as the UN’s 2011 Guiding Principles on Business 
and Human Rights highlights how companies have a duty to both 
avoid directly causing rights violations and participating in areas 
where rights violations are expected.57 Some specific actions, such 
as Microsoft’s Tech Accord, cited in the previous section, and 
Google’s withdrawal from the Chinese search market in 2010, 
seem to support this view. 
   However, human rights justifications for economically-
motivated action are hostage to a future when these motives 
diverge.58 Although this is not yet the case with Apple, Google 
has begun to reconsider its position in China, and is building a 
censored version of its search engine for the Chinese market.59 
A more intense argument between individual and commercial 
cybersecurity emerges when private companies more directly 
enable, rather than simply comply with, repressive state practices. 
Citizen Lab’s work investigating states’ use of commercially-
developed spyware against journalists, activists, and dissidents 
worldwide, from Mexico to Saudi Arabia, highlights how various 
surveillance systems (sometimes even branded as their ‘most 
advanced form of cybersecurity’)60 restrict civil society and reduce 
the individual cybersecurity on which it depends. 
   There seems no easy route to put an end to this family 
argument and reconcile individual cybersecurity with its 
commercial cousin. As indicated by the response of these 
surveillance suppliers to accusations of human rights violations, 
the creation of ‘ethical committees’ and review boards are often 
no more than reputation-saving attempts to placate influential 



31backers, rather than a genuine commitment to avoiding misuse.61 
Social media companies perform similar damage limitation 
exercises when they conduct internal investigations and create 
oversight bodies: for example, Facebook’s PR tactics have come 
under scrutiny following alleged Russian interference surrounding 
the US Presidential election.62  Overall, although individual and 
commercial perspectives on cybersecurity occasionally overlap, 
this resemblance is contingent on individual decision-makers 
and the convergence of different motivations. From a global 
perspective, family arguments are just as common, and more 
concerning in the long run.
   Finally, there is a wider contradiction between individual 
and commercial cybersecurity due to structural features of 
the software market that encourage speed and innovation at 
the expense of secure systems. In contrast to other critical 
infrastructure sectors, national regulators avoid making software 
producers liable for negative consequences due to software 
vulnerabilities, and so it is unclear where liability lies for human 
rights violations. Unfortunately, it is not obvious that the solution 
is to strengthen human rights law by making software producers 
liable, as companies have proven adept at using human rights law 
to their advantage in disputes with both individuals and states 
in other sectors.63 Although a full treatment of these deeper 
structural contradictions is beyond the scope of this article, 
market assumptions about acceptable software creation and data 
collection practices create a broader environment termed by some 
scholars as ‘surveillance capitalism,’ in which narrower clashes 
occur.64

Conclusion

   This article has sought to lay out three different perspectives 
of cybersecurity: national, commercial, and individual. In 
each case, it has connected these perspectives with wider 
bodies of political science and sociological and philosophical 
thought; theories of interstate conflict, both realist and critical; 
organisation studies and risk management; and human security 
and liberal individualism. While cybersecurity scholars recognise 
the existence of these different perspectives, and commonly bring 
them together in pairs, none consider all three equally. This article 
does so and explicitly analyses their interaction—the areas where 
they complement each other, leading at some points to merging, 
as well as the areas where they conflict, most starkly leading to the 
object of protection for one being exactly the threat for the other. 
   I have argued throughout that these different perspectives 



32 can usefully be analysed within a conceptual framework of family 
resemblances and family arguments. Overall, there is a family 
resemblance at work: there is no common core to these three 
perspectives, but certain elements are borrowed and shared 
among them. As I explore throughout the body of this article, 
family arguments also persist between these rich and productive 
worldviews, and so cybersecurity continues to be contested 
between these three perspectives. The framework of family 
resemblances and arguments cautions against an exclusionary 
approach that focuses on one perspective instead of the others. 
Rather, it suggests that different communities working on separate 
but urgent cybersecurity problems should consciously explore 
areas in which their work resembles that of other communities 
to better understand their different concerns. Putting these three 
perspectives in direct conversation is thus not merely a reflective 
analytical exercise, but also an active intervention in cybersecurity 
politics; by doing so, I seek to reorient cybersecurity debates 
towards a more inclusive, and more optimistic, digital future.
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